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A theoretical investigation on the electronic structure of 4-dimethylamino-4′-nitrostilbene (DANS), 4-(dicyanomethylene)-2-methyl-6-p-(dimethylamino) styryl-4H-pyran (DCM), and their protonated forms is presented in an effort to rationalize recent experimental results on the tuning of the emitted color of organic light-emitting diodes photochemically induced protonation. Density functional theory (DFT) and time-dependent density functional theory (TDDFT) calculations have been carried out on the neutral and protonated forms of DANS and DCM, employing both the B3LYP and the CAM-B3LYP functionals. It was found that the CAM-B3LYP functional leads to better agreement than the B3LYP of the calculated with the experimental absorption and emission tuning.

Introduction

The molecular compounds 4-dimethylamino-4′-nitrostilbene (DANS) and 4-(dicyanomethylene)-2-methyl-6-p-(dimethylamino)styryl-4H-pyran (DCM) are characteristic examples of the so-called “push—pull” chromophors, where an electron-donor moiety D is coupled to an electron-acceptor moiety A through a π-conjugated bridge. Push—pull chromophors have attracted a great deal of research interest over the years because they are used in nonlinear optics (NLO) applications besides serving as models for intramolecular charge-transfer processes.1

The ground and excited electronic states of such chromophors are generally described as linear combinations of neutral and zwitterionic diabatic basis states (D-A) and (D+A), respectively, with the ground state being predominantly neutral and the excited state predominantly charge-transfer in character.2 Furthermore, as it has been shown for the (much smaller) 4-(dimethylamino) benzonitrile (DMABN) molecule, a π−π* or locally excited (LE) state must be also considered.3 The LE state is the state from which fluorescence is observed in the gas phase of DMABN, whereas in polar solvents emission from a charge transfer state is also observed. By analogy, it is expected that in the larger compounds, as well, the relative energy of their excited states will depend on the polarity of the solvent as well as on the molecular geometry, with a twisted internal charge transfer structure possibly characterizing the first excited state in polar solvents. To this effect there have been many experimental and theoretical investigations on the photophysics of both DANS and DCM in different solvents2,4–14 in order to examine the evolution of the absorbing state, and in particular the degree of intramolecular charge separation in the emitting state, which is manifested by the large Stokes shift in polar solvents.

In the last two decades certain push—pull chromophors have also been used extensively as fluorescent emitters of organic light emitting diodes (OLEDs) for display and solid state lighting applications.15 Colored emission in electroluminescent devices is obtained, usually, by doping fluorescent or phosphorescent compounds into host materials with a larger band gap. In this context DCM in particular is a very well-known red emitter for OLEDs, introduced in one of the first publications in this field by Tang and Van Slyke in 1989.16

Recently, the chromophors DANS and DCM have been evaluated as red emitters dispersed in polymer films in investigations of color tuning in OLEDs.17 In that work it was demonstrated that it is possible via illumination in the presence of a photocod generator to either allow (when the red emitter is in its neutral form) or suppress (when the red emitter is in its protonated form) red frequencies. Furthermore, in the case of DANS, it was shown that a sizable blue shift of the absorbance is obtained upon protonation, and this finding was implemented to achieve photoguided definition of red, green, and blue emitting areas in a single emissive layer containing this emitter along with an acid-sensitive green emitter (DMA-DPH), as has been described in detail in the relevant reports.17,18

In the present work, a theoretical investigation is carried out on the electronic structure of DANS and DCM as well as the corresponding protonated forms in an effort to rationalize the experimental observations by correlating differences in their
The molecular compounds of interest (their structures can be seen in Figure 1) involve a large number of atoms and the most appropriate methods for electronic structure calculations are density functional theory (DFT) and time-dependent DFT (TDDFT) for the excited states. Ab initio configuration interaction (CI) calculations would be impossible for the present systems, whereas with the RICC2 method, which is considered to be a good alternative for medium-size systems, there exists the problem of inclusion of the solvent. Although there are well-known problems often found with DFT/TDDFT for calculations on charge transfer states leading to underestimation of the relevant excitation energies, useful information can be obtained and it is possible to draw qualitative information even from the electron-density plots of the frontier orbitals involved in the excitations. Furthermore, making use of functionals specifically developed to have the correct asymptotic behavior is expected to aid in the calculation of charge-transfer states.

In the present work, DFT and TDDFT calculations have been carried out on DANS, DCM, and their protonated forms at a first stage using the B3LYP functional and triple-zeta (TZVP and DGTZVP) basis set. Subsequently, with the release of Gaussian 09, it became possible to employ the CAM-B3LYP functional as well for the calculations, and this was done along with the 631G(d,p) basis set, for the isolated molecules and also for the molecules in different solvents. The CAM-B3LYP functional has been reported to correct for long-range interactions and to perform better than B3LYP for the calculation of charge-separated states.

The different solvents have been included with the aid of the polarized continuum model (PCM) offered as default in Gaussian 09. This model is considered to be the most successful for accounting for the solvent effects in DFT and TD-DFT calculations. For example, extensions of the model by the inclusion of solvent molecules explicitly have been described very recently, involving a locally modified version of Gaussian.
They found only small red shifts (e.g., from 466.8 to 480.2 nm in absorption, with the experimental $\lambda_{\text{max}}$ at 547.0 nm of tetramethylrhodamine isocyanate$^{31}$) between the PCM model and the extended model.

With both the B3LYP and the CAM-B3LYP functionals, excited electronic states have been calculated at the optimized ground state geometry, relevant to the absorption spectra of the systems of interest. Subsequently, calculations involving geometry optimization of the first excited state are carried out, yielding information relevant to the emission spectra. All the initial stage calculations on the optimization of the excited state geometries in the absence of any solvent were carried out with the aid of TURBOMOLE and employing the B3LYP functional. At the second stage, geometry optimization calculations for the excited states, with and without solvent and the CAM-B3LYP as well as B3LYP functionals, were carried out with the aid of Gaussian 09, which offers the facility of including the solvent for the excited state geometry optimization as well as the use of the CAM-B3LYP functional. The starting geometry for all the geometry-optimization calculations on the excited states was the absorption geometry, that is, the ground-state optimum geometry, unless otherwise stated.

The geometry optimization calculations on the excited states are not always successful, especially for interacting states and also if a solvent is included. The objective of primary importance here is to determine the differences in the excited states of the protonated versus the neutral forms of DANS and of DCM and to relate these differences to the observed differences in the absorption spectra of the two systems dispersed in polymer films.

The programs Gaussian 03, Gaussian 09,$^{28}$ and TURBOMOLE$^{22}$ have been employed for the calculations. Electron-density plots have been constructed using GaussView 5.$^{28}$

Results and Discussion

The two push–pull chromophors studied in the present work both bear a dimethylamino group as the electron donor moiety. This amine group is prone to protonation in the presence of acid, resulting in changes of the absorbing and emitting properties. Protonation can be induced either by the addition of a Brønsted acid (e.g., dodecatungstophosphoric acid, H$_3$PW$_{12}$O$_{40}$) in solution or in solid state, or photochemically in the presence of a photoacid generator (PAG). Photoacid generators are compounds such as sulfonium salts, which release a proton upon illumination at a certain wavelength via a photochemical reaction.$^{17}$

During operation of OLEDs based on doped systems, dopants can be excited through energy transfer from the host.$^{16}$ According to resonance energy transfer theory,$^{23}$ an efficient Förster energy transfer requires, among others, a large overlap between host (polymer) emission and acceptor (dopant) absorption.

As previously reported,$^{17}$ the efficient energy transfer, occurring from the wide band gap conducting polymer PVK to the DANS dopant due to the sufficient overlap of their emission and absorption spectra, respectively, is disrupted when the DANS emitter is protonated by the strong Brønsted acid H$_3$PW$_{12}$O$_{40}$. In this case, the absorption spectrum of protonated DANS no longer overlaps with the emission spectrum of PVK, allowing the observance of PVK blue emission or the emission of other dopants.$^{17,18}$ Conversely, the well-known and commonly used DCM emitter does not perform well in this aspect, as the absorption of the protonated form does not show a distinct blue shift and continues to absorb basically in the same region as the initial DCM, resulting in quenching of the host polymer emission.$^{17}$

Absorption and photoluminescence spectra of DANS, DCM, and their protonated forms in poly(methyl methacrylate) (PMMA) matrix are presented in Figure 1, where PMMA was chosen as more appropriate for illustration purposes, since it is transparent at wavelengths above 250 nm and the absorption shift of the dyes upon protonation can be better monitored (the dyes studied here absorb at wavelengths greater than 300 nm). Furthermore, PMMA is a well-known nonreactive and thermally stable polymer (in the conditions of the experiments). As can be seen in Figure 1, the initial absorption band of DANS at 445 nm disappears after protonation, and a new band appears at 340 nm, corresponding to the protonated form. In the case of DCM, the initial absorption band has a maximum at 460 nm, whereas the protonated form does not show a distinct maximum in the region 250–650 nm of the spectrum. On the other hand, for both DANS and DCM the initial fluorescence (maximum at 620 and 610 nm, respectively) practically disappears after protonation.

In addition to the absorption and photoluminescence spectra of DANS, DCM, and their protonated forms in PMMA, we have proceeded to record the spectra of DANS and protonated DANS in solvents of differing polarity. The relevant data have been used to complement literature data and they are presented in Table 1 for a direct comparison with the results obtained by the theoretical calculations.

A. Results of the Calculations on DANS. The results of the B3LYP and CAM-B3LYP calculations on DANS (and protonated DANS) are summarized in Table 1 in terms of the lowest energy absorption and emission maxima calculated for the isolated systems as well as in different solvents, along with experimental data, where available. In Figure 2, the optimum geometries of the ground and first excited state ($S_1$) of isolated DANS and protonated DANS, as well as electron density plots of the frontier orbitals in the different structures, are given. It can be seen that the optimum geometry of the ground electronic state of DANS is a planar structure with the two phenyl rings, with the bridging double bond and the -NO$_2$ moiety in the same plane (see structure I in Figure 2), as obtained by both the B3LYP and CAM-B3LYP geometry optimization. The optimum geometry of the lowest excited state as calculated by B3LYP geometry optimization is a twisted structure, where the acceptor group (-phenyl-NO$_2$) lies at a plane vertical to the plane of the remaining molecule (see structure II-twisted in Figure 2). Conversely, the optimum structure of $S_1$ determined by the CAM-B3LYP calculation is a planar structure (structure II-planar in Figure 2) similar to that of the ground state. The question of the optimum geometry of the $S_1$ state of DANS was further investigated by CAM-B3LYP with starting point the twisted $S_1$ minimum of the B3LYP calculation. This procedure resulted in a minimum energy twisted structure, at higher energy than the planar only by 0.06 eV, with vanishing oscillator strength with the ground state. In this manner, we have identified a planar as well as a twisted minimum energy structure for the $S_1$ state of DANS in the isolated system.

As shown in Table 1 and will be discussed further below, generally higher transition energies (smaller $\lambda_{\text{max}}$) are obtained with the CAM-B3LYP functional than with B3LYP, for both absorption and emission. At the ground state geometry, the lowest excited state, $S_1$, calculated with the B3LYP functional corresponds to absorption at 467 nm with large oscillator strength (see Table 1), which is in good agreement with the 445 nm experimental absorption maximum of DANS in PMMA matrix discussed in the previous section. This state is described mainly as an electron excitation HOMO $\rightarrow$ LUMO, which, as the electron density plots show, involves transfer of electronic
The effect of different solvents on the absorption and emission maxima have been the subject of intense experimental work, and similarly, there exist a number of previous calculations, mostly semiempirical but also ab initio, on the vertical spectrum of DANS at the ground state equilibrium geometry, including as well the effect of different solvents. In the present work, we have carried out TD-DFT calculations including the geometry optimization of the S1 state in the presence of solvents of different polarity. Our results, included in Table 1, show that, as was the case in the absence of solvent, the absorption maxima in different solvents are calculated more accurately with the CAM-B3LYP functional, and they are in good agreement with the available experimental data.

Optimization of the geometry of the first excited singlet state of DANS in the presence of different solvents was successfully carried out with the CAM-B3LYP functional, whereas the B3LYP the calculations did not converge, and only for the cases of acetonitrile solvent did the geometry optimization converge, yielding a planar structure for the S1 state. As shown in Table 1, the agreement between the calculated (CAM-B3LYP) and experimental emission maxima is not as good as for absorption maxima, with discrepancies between the experimental and theoretical values ranging from 0.51 eV (toluene) to 0.97 eV (acetone), where the theoretical transition energies are larger than the experimental. These large discrepancies may indicate that the geometry optimization of the excited state in the presence of solvent is not as successful as without the solvent. The alternative explanation might be the existence of a nonplanar geometry energy minimum for the excited state, such as calculated for example for the vapor phase system, at which

![Figure 2. Equilibrium structures for the ground and lowest singlet excited state of DANS (structures I, II-planar, and II-twisted) and electron density plots of the frontier molecular orbitals; H stands for highest occupied and L for lowest unoccupied orbitals.](image)

### Table 1: Results of DFT and TDDFT Calculations on the S1 State of DANS in the Initial and Protonated Forms, in Different Solvents

<table>
<thead>
<tr>
<th>transition solvent</th>
<th>DANS</th>
<th>Protonated DANS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>λ_max (nm), f-value</td>
<td>CAM-B3LYP</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B3LYP</td>
</tr>
<tr>
<td>A: S0→S1 no solvent</td>
<td>467, 0.77</td>
<td>352, 1.22</td>
</tr>
<tr>
<td>A: toluene</td>
<td>557, 0.75</td>
<td>390, 1.38</td>
</tr>
<tr>
<td>A: THF</td>
<td>609, 0.84</td>
<td>432, 1.31</td>
</tr>
<tr>
<td>A: chloroform</td>
<td>397, 1.44</td>
<td>437, 434</td>
</tr>
<tr>
<td>A: acetone</td>
<td>535, 0.91</td>
<td>412, 1.49</td>
</tr>
<tr>
<td>A: acetonitrile</td>
<td>557, 1.01</td>
<td>412, 1.50</td>
</tr>
<tr>
<td>E: S1→S0 no solvent</td>
<td>680, 0.00</td>
<td>334, 0.29 (S3)</td>
</tr>
<tr>
<td>E: toluene</td>
<td>459, 1.59</td>
<td>556, 583</td>
</tr>
<tr>
<td>E: THF</td>
<td>501, 1.74</td>
<td>637, 670</td>
</tr>
<tr>
<td>E: chloroform</td>
<td>485, 1.69</td>
<td>680, 735</td>
</tr>
<tr>
<td>E: acetone</td>
<td>523, 1.79</td>
<td>706, 800</td>
</tr>
<tr>
<td>E: acetonitrile</td>
<td>632, 1.10</td>
<td>529, 1.81</td>
</tr>
</tbody>
</table>

- a Experimental λ_max in different solvents of the present work in italics. Experimental λ_max in PMMA matrix in footnote.
- b A: absorption (ground state optimum geometry), E: emission (excited state S1 optimum geometry).
- c Reference 1a.
- d Reference 5b.
- e Reference 10.

As already mentioned, the effect of different solvents on the absorption and emission maxima have been the subject of intense experimental work, and similarly, there exist a number of previous calculations, mostly semiempirical but also ab initio, on the vertical spectrum of DANS at the ground state equilibrium geometry, including as well the effect of different solvents. In the present work, we have carried out TD-DFT calculations including the geometry optimization of the S1 state in the presence of solvents of different polarity. Our results, included in Table 1, show that, as was the case in the absence of solvent, the absorption maxima in different solvents are calculated more accurately with the CAM-B3LYP functional, and they are in good agreement with the available experimental data.
The emission maximum might be at smaller energies (longer wavelengths) in solvents. Nevertheless, it was not possible for the geometry optimization calculations to converge in the presence of a solvent at any nonplanar structures, with either the B3LYP or the CAM-B3LYP functionals.

Protonation of DANS at the amine nitrogen atom is calculated to be very favorable, leading to an energy lowering with respect to the neutral by 9.8 eV. Geometry optimization yields similar geometries for the ground and the first excited state of protonated DANS (see Figure 3, structures III and IV respectively), that is, nearly planar (III, 5.5° dihedral angle of the -phenyl-NO₂ moiety) and planar (IV) structures with only the two methyl groups placed above and below the plane of the rest of the molecule. The results on the optimum geometries (III and IV) are similar, whether or not a solvent is included in the calculation. Similarly, the electron density plots of the frontier orbitals at the absorption geometry III (i.e., the optimum geometry of the ground electronic state) remain the same in the presence of solvent as in the isolated protonated DANS and also for IV in the presence of a solvent (see (a) under IV in Figure 3). However, in the absence of any solvent, at geometry IV, it turns out that the electron density distribution of HOMO−1 is that of HOMO in III and IV(a), and HOMO at IV(b) is as HOMO−2 in III and IV(a).

The CAM-B3LYP calculations on protonated DANS at the ground state equilibrium geometry, in the absence of any solvent, find the second excited state as the absorbing state, characterized by a HOMO → LUMO excitation at 306 nm and f-value of 1.19, with the lowest excited singlet state calculated at 315 nm with 0.0018 oscillator strength (see Table 1) and characterized mainly by an excitation from HOMO−1 (not shown in Figure 3, but with electron density localized at the -NO₂ moiety). Inclusion of different solvents in the calculation of protonated DANS yields the lowest excited state S₁ (HOMO → LUMO) as the absorbing states in both the B3LYP and the CAM-B3LYP calculations. The calculated absorption maxima are only moderately shifted to the red with respect to λ_max in the isolated protonated DANS system. Again, the CAM-B3LYP results are closer to the experimental maxima, but the B3LYP are not as far off as in the unprotonated system. The experimentally interesting feature of a blue-shifted absorption maximum of the protonated DANS with respect to neutral DANS in a PMMA matrix is also observed to varying degrees in different solvents (see experimental values in Table 1). The experimental shift in toluene is by 71 nm, in THF by 94 nm, and in chloroform by 103 nm. The corresponding theoretical shifts (focusing on the CAM-B3LYP results) are 46 nm in the absence of solvent, 68 nm in toluene, 77 nm in acetone, 103 nm in THF, and 72 nm in chloroform.

At the optimum geometry of S₁ of protonated DANS, in the absence of any solvent, the lowest singlet excited state calculated with the CAM-B3LYP functional (lowest two excited states with B3LYP), S₁, is characterized by the HOMO → LUMO excitation and has negligible transition probability to the ground state and only the second excited state S₂ (HOMO−1 → LUMO) at 321 nm (S₁ at 379 nm, B3LYP) is predicted to have appreciable emission (see Table 1). Taking into account the fact the changes in the electron density distributions of HOMO and HOMO−1 between geometries III and IV(b), it is obvious that the same excited state of protonated DANS that is predicted to have significant absorption probability is also found to have significant emission probability and is calculated as the second excited state, or S₂, in the absence of any solvent, whereas the lowest excited state S₁ is characterized by an excitation involving transfer of electron density from the -NO₂ moiety to the rest of the molecule. In the presence of solvents, all the calculations find that the S₁ (HOMO → LUMO) state of protonated DANS at its optimum geometry has appreciable oscillator strength (see Table 1). Thus, the S₁ state calculated in the presence of solvents is the S₂ state (focusing only on the CAM-B3LYP calculations) calculated in the isolated protonated DANS. Further geometry optimization calculations have been carried out for isolated protonated DANS, this time on the S₂ state, with starting point the geometry of S₁ and also the absorption geometry. Both optimizations resulted in identical optimum geometry for S₂, and it is found to be similar to that of the ground state and of S₁ (see structures III and IV of figure 3). Furthermore, at the optimum geometry of S₂, the electron-density distribution of the frontier orbitals is as in III and IV(a) and S₂ is in fact the lowest state, characterized by the HOMO → LUMO excitation and calculated at 364 nm with oscillator strength 1.22 while the state characterized by the charge-transfer excitation is now calculated at 328 nm, that is, as the second excited state. Therefore, between the S₁ minimum at 625 nm and the S₂ minimum at 364 nm (labeling the states at their relative position at absorption) there exists an avoided crossing between the potential energy surfaces of the first and second excited states, and the S₂ minimum is in fact a local minimum on the lowest excited state potential, lying 0.66 eV higher than the S₁ minimum.

Emission from protonated DANS was not observed in the different solvents, except for the case of chloroform, where the theoretical emission maximum yields transition energy higher than the experimental by about 1 eV, and it is shifted to the blue by 79 nm (with respect to neutral DANS in chloroform) with experimental shift by 88 nm.

It is interesting to note that the calculations on the absorption spectrum of DANS in different solvents and protonated DANS in different solvents yield the same pattern, that is, the lowest singlet state S₁ absorbing with high oscillator strength and the higher excited states S₂ to S₅ have either vanishing or very low oscillator strength. This is in accord with the existence of the distinct absorption maximum in DANS and (blue-shifted) in protonated DANS in the experimental spectra.
A theoretical study of intramolecular charge transfer in DCM suggests ICT states twisted either at the dimethylamino group or at the dimethylanino group, which gain importance in the emission spectra in polar solvents. In the present work, optimization of the geometry of the $S_1$ state in the presence of different solvents always leads to a planar equilibrium geometry for DCM in the $S_1$ state.

The absorption and emission maxima calculated for DCM isolated and in different solvents are collected in Table 2, along with those of the calculations on protonated DCM (to be discussed below). In all cases, the B3LYP absorption maxima are red-shifted by 60–70 nm with respect to the CAM-B3LYP and are in good agreement with the available experimental data. Again, most geometry optimizations on $S_1$ were obtained using the CAM-B3LYP functional, and the calculated emission maxima are generally at higher energies than the experimental. Except for the case of no solvent, the B3LYP values for the emission maxima, where available, are very close to the CAM-B3LYP.

Protonation at the amine nitrogen atom of DCM is calculated (as in DANS above) to be very favorable, again leading to an energy lowering with respect to the neutral of 9.7 eV. As shown in Figure 4, geometry optimization for the ground (see structure VII) as well as for the lowest excited electronic state (structure VIII) yields similar nearly planar structures. The equilibrium geometry for the ground state has a 9.7° dihedral angle between the planes of the two rings, while in the equilibrium geometry of $S_1$ the corresponding dihedral angle is 27.0°. At the protonated nitrogen, the two N=C bonds are above and below and N=H is coplanar with the plane of the phenyl ring, in both the ground and the excited state equilibrium geometries. Finally, nearly identical electron density plots of the frontier orbitals are found in the ground and in the $S_1$ equilibrium geometries, but they are different from those calculated for unprotonated DCM (under V and VI in Figure 4). For protonated DCM the lowest excited state involves a transfer of electronic charge from the pyran ring toward the rest of the molecule. Comparing the calculated absorption maxima of DCM with those of protonated DCM, focusing only on the CAM-B3LYP values (see Table 2), it can be seen that in the absence of solvent the absorption maximum of protonated DCM is found at small red shift rather than a blue shift with respect to DCM. Inclusion of different solvents
leads to small blue shifts in the absorption maxima calculated for protonated DCM but smaller shifts than in the case of DANS (the largest calculated at 65 nm in acetone). Similarly, in most solvents considered, the emission maximum of protonated DCM is only moderately shifted with respect to that of neutral DCM. Thus far there is no striking difference in the calculated between DANS and DCM that might explain the differences in the absorption spectra of their protonated forms. However, in the case of DCM, while in the neutral the absorption peaks show a pattern similar to DANS, that is, $S_1$ with significantly higher oscillator strength than $S_2$ - $S_5$, in protonated DCM there is a “diffusion” of the transition probability from $S_1$ (mostly) to the $S_2$ and $S_3$ higher states, in all solvents considered. For example, the calculated (B3LYP) maxima and oscillator strengths in ethanol for neutral DCM are $S_1$ (493 nm, 1.38), $S_2$ (364 nm, 0.20), and $S_1$ (350 nm, 0.15), whereas in protonated DCM they are $S_1$ (418 nm, 0.67), $S_2$ (341 nm, 0.81), and $S_1$ (307 nm, 0.32).

A drawing of the UV–vis spectra of DANS, DCM, and their protonated forms, based on the calculated transition energies and oscillator strengths of the lowest five excited singlet states, as produced by Gaussian 09, is given in Figure 5, where the differences in the absorption spectra between DANS, protonated DANS, DCM, and that of protonated DCM are clearly shown. These results are consistent with the experimental picture (Figure 1b), where the absorption spectrum of protonated DCM does not show a distinct maximum but it absorbs over a rather wide range of wavelengths, with significant overlap with the polymer emission.

**Conclusion**

Electronic structure calculations have been carried out on the ground and excited electronic states of DANS, DCM, and their protonated forms in order to rationalize the observed differences between the spectra of DANS and DCM upon protonation. It was found that the lowest excited state of DANS, as indicated by the electron density plots of the frontier orbitals, is characterized by a transfer of electronic charge from the dimethylamino group toward the nitrostilbene, which is more pronounced at the twisted secondary minimum energy geometry of the excited state. For neutral DCM the situation is similar to neutral DANS, with the lowest excited state involving transfer of electron density from the dimethylamino group, at both the ground and the excited state equilibrium geometries. For this system, the calculations did not find a twisted excited state minimum. The calculated absorption maxima are in good agreement with the experimental for neutral DANS when the calculations employ the CAM-B3LYP functional, whereas for DCM the B3LYP results are in good agreement with experiment. Emission maxima for DANS in different solvents were only obtained with CAM-B3LYP, whereas for DCM, where available, the B3LYP values for the emission maxima are in better agreement with experimental data.

Upon protonation of DANS, there is no significant charge-transfer contribution to the character of the excited state, $S_1$, either at the ground state equilibrium geometry or at the $S_1$ equilibrium geometry. However, the calculations on protonated DCM show that the excited state is characterized by a transfer of charge from the pyran ring toward the rest of the molecule, in both the ground and the excited state equilibrium geometries. In terms of calculated absorption $\lambda_{\text{max}}$, protonation of DANS results in significant blue shifts, whereas in DCM the blue shifts are smaller, depending on the solvent. Furthermore, the present results show in protonated DCM a “dispersion” of the absorption probability from the lowest excited state to the next two higher states, resulting in absorption over a wide range of wavelengths. Protonated DANS does not show this dispersion but instead a distinct maximum of the oscillator strength is calculated corresponding to absorption into $S_5$, a characteristic that makes DANS more attractive for absorbance and emission tuning.

![Figure 5. A drawing of the UV–vis spectra of DANS, DCM, and their protonated forms, based on the calculated transition energies and oscillator strengths of the lowest five excited singlet states. For clarity, different horizontal and vertical scales are used in the different plots.](image-url)
The theoretical work presented here is in the direction of understanding the influence of the environment on the structural and spectroscopic characteristics of organic dyes attractive for use in OLEDs technology, sensing, and related applications.
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